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ABSTRACT

In this methodological paper two indices are
developed: a ccmplexlty index and an interpretation index. The
complexity index is a positive number indicating on the average how
many factors are used to explain each variable in a factor solution.
The interpretation index will be positive ranging from zero to unity;
unity representing a perfect independent cluster solution and zero
representing the poorest factor solution in terms of complexity.
Through empirical application to the classic 24 psychological
variables it is demonstrated that the indices may be computed by hand
and are easily interpreted providing a basis for comparing different
factor solutions. (Author)
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Usually when fastaf analysts refer to simple structure
in a factor solution their reference is bamsed upon what mlght_
typlcally ba:referred to as & perfect independent oluster
golution, all loadings in the faator patriz are elther zero
or unify. Although the literature abounds HithAindices of
slmple structure, these ilndices are primarily analytic
aam@utatianal criteria for orthogonal and oblique tfansfarmatian
solutlons and have little apparent meaning to the flield
practitioner. For the graetiticne; there 13 no easily
intérprated index of simple strucé;re; thus many users of
factor analysis are forced to accept a solution on faith.

The abjegtive'cf thls manuscript 1s the algebralc and
logicel development of seversl sncw indices that are scmewhat
related to simple structure ;ndiées. These indices are
descriptive of the cémple:ity and general interpretabllity
of a factor solution and they will be computed as a function
of the squared and quartic powers of the entries of a row
normalized matrix, |

 Complexity by Row: Variable Complexity

In this section the concern will be with variable
complexity. The complexity of a variable ig the number
of non-vanishing entries in its agsoolated row of & factor
matrix. Specifically it is the number of factors describing
" a variable 1néa particular factor solution.: Thurstone (194?)
indicates that one of the objectives of factor analysis is
finding tha smallest numbsr af faétérs fér desoribing each

variablé and that vgriables which are of low complexity are

1.



good indices of the nature of a factor.
Assume that n variables are defined by r factors in
-he (n x r) factor matrix F, Regardless of whether F is

an orthogonal or oblique solution matrix compute the row sums

of squares and let the sum of the squares of the LM row be

denoted as the ;;th

entry of the diagonal matrix gga
Premultiplication of F by g%i. the inverse of the square
roots of the row sums of squares, will result in a matrix,
¥, whose Tow sums of squares are unity,

22 = dlagonal (FF!'); - ! SO

- (2)

I<

As the complexity of any row of F and hence its row normalized
analog, V, 18 reduced the ﬁrcpcrti@n&te contribution of the
largest row entry to the réw sum of squares 1s inoreased,
Regardless of the magnitude of a row entry of P as the row
tends toward complexity one the major entry of its row
normalized analog, ¥, ﬁeﬁds toward unity. Fox perfact'uﬁlt
complexity, the average variable complexity being unity, in
the matrix P thé entries of all iaws of the normalized matrix
YV will be elther zero cr unity,

Assume that the complexity of samé row 1 of P 1ls a,
That is, & factors define the variable 1. The row sum of
squares for variable i 1# the ngrmalized matrix,egiris uni ty,
however 1t may be referred to as (8/2). If each of the a |
factors defining 1 makes an equal contribution to the TowW

th

sum of squares far i ther r ch entry of the 1™ row of ¥

will be elther zero or (1/5*) inasmuch as the following



equality .
1 = a/a = (1/5%)1? . (17;5%,2 " (1/5%)3 Fooot (1/§)a (3)

must hold for a normalized row of complexity a. Although
any row sum of squares will always be equal to unity for the
rormalized matrix, Ei-the row sum of the quartic loadlings
will only be unity when the row is of campie:ity one, The
quartic loadings of & normalized xow of domplexity a will

be either zero or (1/5%)2. The sum of the guartic loadings
- of a normalized row of complexity & 1s

: 2 2 2 2 .
1/8 = 8/8% = (1/8)] + (1/8), + (1/8)5 +...t (1/8), (4)

just the reciprocal of the complexity of the variable
assaéiated with the row., The reciprocal of the row sum of
the quartie loadings of a normalized row iz analagous to the
complexlity of the varlable assoclated with the row.

In practice the complexity of é-simgle variable will
seldom be a whole number, however when appliéd to all
variables an ;verage;aemplezity although not a whole numEer
will still be meaningful. An index of average variablé
complexity, Syv mBY be computed by summing the complexity
of each individual variable and then dividing by the tﬂta;

nuiber of varlables, Define aversge complextly as

o=a 1T . (5)

: : th '
where the value ziJ 18 Just the 1] entry of tha row normallzed

matrix V.



Interpreting the Indéi of Row Complexity
The most interpretable complexity for any row is unity.
For a total matrix the most interpretable, but not necessarily

the most compelling, complexity would be unity, Inasmuch

unity 1s the minimum value attainable for 8y The poorer the
complexlty of a factor solution the more marked will be the
departure of o, from unity with a maximum #alue for the
complexity index be;ﬂg r the total number of factors. For
any glven set of data the average complexity will be some
value between unity and r, the number of factors, inclusive
with & range of (r - 1).

The complexity index 1s then a function of the number
of factors. Although 1t is oclear that a complexity index of
unity is=s the lowest possible index and a complexity index of
r 1s the largest possible index it is not clear how one
might evaiuata & oomplexity index that 1s not an extrems
value. It 13 possible to develop an index of relative
interpretation to be consldered with the complexity index.

Compute the difference beiwaen maximum complexlty and

observed complexity, (r = 84), and express that difference

as & ratio to, (r = 1), the difference between maximum

and minimum complexity. Thls’indez*ﬁiil always bs a'pasitivé
number ranging between Zero and unity.“Fcr,the paorest

possible row complexity.the index of row interpretability

‘Will be zero and for the best possible row complexity the

index of féw'igteriretability will be unity. -bsfing the




index of row interpretabllity as:

(6)

Gampiaxity by cgluﬁn: Factor Complexity

Kalser (1958) suggests that a most fundamental requirement
for simple structure may be one of simplifying the eolucns
of a factor matrix., Indeed his varimax eriterion when
maximlzed wlll lead, accorecing *+- him, to the maximum
interpretability or simplicity for an entire factor matrixz.
However, maximun interpretability or simplicity of the columns
of a faotor matrix 1s discussed in the literature from at
least two points of view. ,

One point of view is typified by Kalser's (1958) attempts

to maximize the variance of -the squared column laaiings of

" an Qrthagcnal faotor solution, Alternatively Saunders! (1962)

equauax in tending to equalize the aantributians of each
factor actuselly tends to minimiza the variance of the
squared column loadings of an ofthogonal factor saluticn;
The index of variable complexity may be unity for
elther a Kaiser-type soluticn or a Eaunders-type selutian.
The index yialda no 1nfarmatlan pertaining to the eantributians |
of the factors to the variable eampiexity. 'I.'hat is, Lt 13
not passible to tell whether the faators ‘make level
contributions to the variables or whether there 13 a
tendenay far a single faetﬂr to account rcr the variable

aample:itias. especialiy if the 1ndex ar variable eemplexity
ls small. Hhat might be sald about the acmplexitles of the




factors?

Unlike the variable ccmplgxi%y the avetrage number of
variables described by a factagialways be Jnown inasmuch as
there will always be n variables and r factors; thus an
average factor complexity of (n/r). Assuming that the matrix
hasg been row normalized, as described in equations 1 and 2,
1t 1s possible to make infereneés about column complexity
indirectly b§ observing the squaféd_devistlgns of the column
sums of squares from (g{g),

Assume an extreme case of a general factor and (r - 1)
imaginary fégtgrs, In thile particular case the sun of
squares would be zero for each column assoclated with an-
imaginary factor. For the one general factor the column
sum of squares would be n. This extreme case defines the
situation that must exist in order to obtain the maximum
sum of the squared deviations of the column sums of squares
from (n/r). This meximum sum is Just (ng/r)(ral).

: As the variable lcadings begama more evenly distributed
across all r columns or fnctcrs the sum of the squared
deviativns of the colwm sums of squares from (n/r) will

tend toward zero. If every loading in the factor matrix P

1s ldentical to avéry other loading then every 1@3&135 in

the TOW ncrmalized matriz,_z. will be equal to the reelpraaal '
~square root of the nuvmber of factcrs (1/x) %, and the-sum of
‘the squared ieviatians of the cclumn sung of squares fram
(n/x) will be exactly zero. If hawaver every variable 1s
of eample;ity cne and if each column of- F has (_/r,

1ead1ngs 1n it (assuming n 15 perfectly &Lvisible by r)

fion:
o ’v'




then the sum of the sguared deviétlcns of the column sums
of squares from (n/r) compuied from V, will agaln be zero.
Thus for two extreme types of solutions a general faétar
and each variable having a complexity of r, the sum of the
squared deviations of the columns sums of squares from (n/r)
will be zero when camputed from the row normalized matrixi
The followlng 1nequality 1s indicative of the upper and
lower bounds for the observed sum of the squared deviations

when they are computed according to the middle term of the

inequality.
ot f (7} T (2%/2)(z-1)
L PRY _g (n*/z)(z-1) (7)

where v, 4 1s the value in the ith column of the étﬁ row of
the row normalized matrlx V. The right term in the expression
is the maximum sum of squares, |

The ratio of observed sum of squares to maximum sum
of squares wlll always be some value between zero and unity.
When the ratio 1s zero the simplicity of the columns of |
a factar matri: will be ideal in the sense that eaah faotor
wili have a camplaxity af (_/r) ‘When thg ratio 1s unity the
factor matrix will be "complex" from the point of view that
there will be just one factor aceauﬁting for all n variables;i
If tha ratio ie _abtraated from unity an intarpretatlaﬂ may
- be maae that is similar ta ‘the ;nterpretatian Eecarded to the
varliable complexity. Define celumn 1nterpretabi11ty. 3. as;

_ T B 5 2
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- and then for what many factor analyst would refsr to as
undesirable factor complexity, a general factor, a value of
zero will result while for tné type factor solution found
deslrable by many factor aﬁalyst levei fretor complexity, a
value of unity will result.,
Couplexity Equilihration: !

A Bélanae Between Row e#nd Column Complexity

Régretably the index of either TOW or column interpret=-
abllity can be high for a solution that has some sort af
undesirable gamplazity, If both indices are high for a
glven solution then the solution should be desirable in the
gsense that the variable complexity wiil be low and the
factor complexity will be neither high nor low, vThere seems
to be no apparent situation in whioh both indices are low.
It would seem reasonable to conclude that the interpretation
indiceas both converge towerd unity when a solution has the
most desirable aamplaxity. each row belng of unit eampla;ity
and each column being of complexity (n/r). This vequilibriumn
between row and column 1ntérprétab111ty would seem to be &
most deslrable p:@party for a simple Etrugtura-type fﬁ;for
salutiaﬂ:

~In previaus sactians of this manuseript TowW 1nterpretgbility

and column 1ntarpretab111ty were disaussed Lndepandently of
each atheri It was nated that both 1ndicas will range
fram zZero ta unityi With a bit of algabraia manipulatian

it may ba demanstr&ted that ‘TOwW 1nterpretab111ty varies as a

. ﬁunatian af

T 4 while column interpretgb;lity
LTy : o SRR :
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T 5 2
varies as a function of the term 1 , ( ij) and both

¥
) B

‘ﬂ

terms have praclsely the same 1imits

The lower bound of the inequality is associated with a
meximum interpretation index while the upper bound is
essoclated with a minimum interpretation index. Complexity
equilibrium may be expressed as the difference between the
two middle tarms in the abave inequalities,

f 2 _n r
r ( ) =n ) (Y ) v, (9)

1=1 ‘13 1=1 =171

In the previous sections dlséussian centered about two
types of undesirable solutions and the interpretation
' indices were developed around these undesirable solutions.
The first type of undesirable solution is charasterized by
the solution in which every value in the row normalized
matrix is equal to 1[3%, every variable 1s of complexity r.
For this solution ecolumn interpretabiliﬁy will Ea a maximum
while row interpretability will be a minimum and

< ; 1-;?-1 MR- )il ( ;-‘ifa ) = 2%(x-1).
The second type of undeslrable solution is characterized by
a general fgctcé and (;—i)—imaginarf factors.  For this
- solution column interpretability will be a miﬁlmum while row

interpretability will be & maximum and

- M2
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Assuming that a general factor solution i1z more desirable
‘than a solution in which all the variables are of complexity
;xthan expréssion 9 will approximate zero when théra is an
equilibrium between row and column complexity and it will be
negative when the row complexity is not as interpretable
&8 the column complexity and positive when the column complexity
is not as interpretable as the row complexity. Utilizing
the maximum difference that may be achieved for expression 9

it 18 passible to derive an index of aquliibratian. [

4
- 1
z ;1( "13 ) -2 Ezi( / ,Z)=1 PR
_@_4 —————— ¥ (10)

(r—l)
~ The values ef_tha aqullibration index wlll range between
positive and negative unity. Actuali? the indei s a
measure of disequilibruim as a value of either positive or
negative unity will be indloative of total disequilibrium.
For a value of negative unity evary varlable will be of
complexity r while every factor will define n/¥ varisbles.
For -a value of positive unity every variable ﬁiil be of
complexity one but there will be one genefal faotor and
(z-1) ipaginary faotors. |
| When , the Eguillbratlan index 1s zero the colwan and row
interpretaticns or camplexitias, are in pe:feet EQuilibrium-~
The aqu;;ibratian 1ndex may achieva 1ts most desirable
value, zero, even when the variables are nat of unit
éamplaxityi Thera are sonme tyges of galuttans in whlgh unit

'eamplexities for certain va:iables is undesifable, such as




the Thurstone (1947) box problem. For suoh solutions there
is a certain implicit restriction plaeed on the magnitudes
of the 1nterpretatian indices, however there can still be

‘_-equiilbratian batwaen rows and columns. Ag the 1nterpretatlan'

5 1ndices aon?erge tcward eaeh other the equ;llbratian 1ndax

*{fwlll tend toward zer@. therebg nat belﬂg restrieted by the

o rabscluta magnitudes of the interpretation indices.
Empirical Appliaatian
In ﬁrdazzma demanstr&te the appllcability of the lndices
develcped in this manuscrlpt they were ccmputed rram & variaty
cr crthsgonal and Dblique trsnsfarmatian selutions of ﬁhe

:rEclzingar_and Harman (1941) centrold solution of the 24

-‘psyahalcgieal variables,

Fallawing Saunders (*962) twelve arthaganal transrcrmatian
salutlons were ganeraued s1x ncrmal and_six raw seluticnsg

The crthemax welght waS'varied in the orthomax criterién:fr@m

',:zerc tc ‘two and one~half in lnorements of ane-half The

,i saiutlcns resulting fram these varlatiana 1na1uded the quartlma:.
' ivarimax and equamax transfgrmatians. In addition two obliqua
primary gattarn matrices were taken from Harman (196?).

Taese two oblique salutians the oblinax and the biquartimin.
r3presant reasanably gaod gclutians for the data., |

- - Each seluticn matrix was row normalized and the indices

o of camplexity and interpretaticn Wwere aemputed. These 1ndiees

are rePQrted in Table 1.

o T _about here

“Thg:aiagg égvéral 1mpa:tént,generaliz&tiana which may

11,
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Table 1 Indices of Complexity and Interpretation
Applied to Transfarmati@ns of the Centroid Solution

of the Twenty-four Psychologiosl Variables

—_ Type  Orthomax ~  Row . Inberpretatlon  Equil-
Solution _______ Welght Complexity Row ___ Column 1bration

i | R .
Quartimax : 0,0 - 1,97 .68 W94 -, 26

- o 1.93 . .69 .98’ -.29
varimax - ’ 1.0 1,90 : .70 ';99 me29
e | 1.5 1,89 .70 .99 -.29
Equamex © 2,0 1,88 .m 1,00 -.29

- o 2,5 1.88 .71 100 .29

BTT: 0.0 . 1.72 .76 .80 - Ol
. 0.5  1.82 .73 98 =25

' Varimax 1.0 1.85 2 .99 -.28
- o 1.5 1.87 .71 1,00 .28

Bquamax 2.0 187 L 1,00 =29

- 2.5  1.88 71 1,00 -.29
Oblimax | - 151 .83 98 . .15
Biquartimin e 1,53 .82 .99 =16
Centroid Solutdon w= 2,00 .67 267 .00




bé made ffgm Téble‘l. 'Ka;ser (1558) in gampiiing thé,farimaxi
solution with the equamax solution of th9724 psychologioal
variablas_neﬁed'that the quartimax had a tendency to load highly
on the first factor, the dominant factor, and have non zego-
vlﬁﬁéiﬂgs on subsequent factors. Such a solution should be
, aharacte:izédvby a’iathar lgrsé,eaﬁpieiitr index, a ralﬁtfvgly
low Tow interpretation index, and a relatively high ‘equilibration
 1nde:; Note hﬁwavér that.the normal quartimsi has a relatively
low inde: af dampla:ity, at least for the crtheganal selutians.
ran axeeytianaily law aqulilbratian 1ndg;. but also a very
low_inge:”af ;alumn interpretablility. ~5uch a lGH index of
column 1nterpréﬁability suggééts,that the solution is based
primariiy nn a ggneigghﬁsﬁﬁgg. This may Ee ﬁerified by
looking at the nc:mal : scluticn in Table 2._

Alsa worthy of meatian was the tendeney for the varlable
eem@le:ity to becone smaller as the arthama: waight was
ingreased far the :aw transfefmatian salutlana. The deerease
in variable aampla;ity ¥as only temporary as thé index
stabilized at a minimum value éf 1.88, Alternatively for the
nornal transfarmatian salutians tha ecmpla:;ty index ;naraasad‘
as the orthomax weight 1nareasad Thig-tran@ w;a glsa=an1y
 temporary as the Lnde:_stab;lized at a maximum value of 1.88.

It would seem as though 1.88 msy:repfeéent'the best attaiﬁabla
x=51mpla structure for an arthcganal selutlcn even though 1t

does not reprasent the 1cwe3t attained 1ndez of acmpla:ity.




Table 2 Centroid Solution and various Transfarméticns‘

_0of the Centroid Solution of the ‘I‘ﬁanti—faur _syc.hc:lnglcal Variables*

| 7 ' RBW . N;:*'x_al “NoTmal 7 -
—centrold [ FEquamax . | Quartimex | Varimax ' | Oblimax

161 -12 30 =25 (19 17 66 20 [72 03 =10 =07 |14 19 67 17 |-13 02 83 -05
37 =12 21 <14 [13 10 42 08 |46 -03 ~05 -05 |10 07 43 10 06 =06 55 =03
43 w22 26 =16 |19 09 53 03 | 55 ~10 =03 -10 |15 02 54 08 [-02 =15 70 =09
48 ~21 21 -18 |23 08 53 10 | 58 -04 01 =11 |20 09 55 07 | 03 =06 68 =13
87 =31 =34 11 |76 10 16 23 |51 14 62 03 |75 21 22 13 | 84 10 -0k -0
66 -34 26 22 [7719 17 12 |52 02 62 11 |75 10 23 21 | 83 -07 =02 05
65-40 =38 12 |83 05 1518 |50 09 70 -01 [82 16 21 08 | 95 05 =05 =16
66 =23 =15 -06 |56 10 34 27 |59 15 38 ~03 |54 26 38 12 | 51 15 26 -13
66 =39 =24 31 |82 23 16 03 |52 807 67 16 |80 01 22 25 91 =19 -05 12
10 46 46 -37 -4 |14 19 =08 71 |21 69 11 21 |15 70 =06 24 | 07 83 -38 12
11 57 40 -21 <06 |18 32 06 62 |36 56 09 28 |47 60 08 36 | 03 64 ~20 27 |
12 48 37 =15 =39 |03 07 22 69 [38 62 =09 =01 |02 69 23 11 |-18 79 14 =12
13 61 13 -10 -40 |20 03 40 60 [56 48 01 -1 [18 60 41 06 |-02 62 39 -2k
| b bk 20 -01 29 |23 48 0119 [29 13 15 45 |22 16 04 50 | 14 04 -22 59
1541 17 15 27 [1h 49 1110 (33 02 02 42 |12 07 14 50 |02 =09 =02 61
16 52 08 30 08 |12 Lb 39 12 54 =01 -09 27 |09 10 41 43 |15 -10 4o 3
1749 32 08 3 16 62 03 22 |33 .15 05 57 |14 18 06 64 |01 O w21 79
- 1855 31 25 070353 3029 |50 18 ~16 40 |00 27 32 54 |-28. 12 22 58
19 45 13 13 11 |1539 22 18 |40 08 01 29 [13 15 24 39 |03 20 14 40
20 61 -17 13 00 |38 25 4 12 [63 -02 16 08 3511 48 25 | 21 -09 46 11
21 60 11 08 -17 |18 24 4o 4o 57 27 =02 09 15-38 2 26 -o? 30 39 10
| 7 60 -07 18 20 (36 05 M1 36| 23 -18 35 29
72 06 13 o1 3521 57 22 17"03‘f59,'éém”

L ‘ 4l 22 3b 38 =01 21
_eem mult:iplied_ y ,00,___,6 e 1m1nate deuimals.;:;;;_

o

® N N F W

O




complexi ty than did the érth@g@nal solutions, Because of this

the row interprstatlans were larger than they were far the -
crthqganal solutions and the column 1nterpretatians remained
about the same. Consequently the index of equilibration has
been'fedugéd'fér thé ébliqﬁa'531utigﬂé.‘7W1thih the framework
of simple structure one may ecnslude that the ablique sclutlans
are better than tha crthaganal solutions,

Althcugh 1t may be artlraatual both row and gelumn

'1nterpretsb111ty are identiocal for the centroid solution,

Additignally these lnterpretaticn indiees are the lowest of
ell computed and the eomplexity is tha.largsst camputed :

‘index. Gleafly then one should raalize that the assoclated

equilibration index of zero is not indicative of the best
simple structure solution. | ; A

7 Uhfortunately the index of row ééﬁplezity may be low
yet the assaaistad seluticn matrix may nnt be easily 1ntarpreted.
Such a s;tuatian ooours with the nafmal qunrtimax salutian
rapcrted in Table 2,

Finally we w111 interpret the indlces as being desariptiva

of the cblimax Ealution. 7
(a) The average numbervcf.ﬂégtbrs dé3§fibing'eaén-variéble=' -

in the oblimax Eclutian is 1 51.

'(b) Considering the Pacrest eamplezity pﬂsslble for this

natrix the abaerved golution 18 83 per!eent effiaiant. Suah

an index indicates that a eampla;ity of 1 51 Ls not a large

}eample:ity rar this data set,

(o) The index of - aalumn 1nterprgtatian of .98 15 1nd1@at1ve o




of any approximate equal spread of fLhe factor loadings across
all four factors. That 1s, there is no tendenoy toward a

general factor.

(d) The equilibration index being -.15 indicates that the

‘factors of the matrix are less complex, relative to their

maximumn Jﬁsslble complexity, than are the varlables, relative -
to thelr maxd mim passible agmplexzty.
Conelusion ;
~ Although this msnuscript was initielly conceived of in
terms of row complexity, thrsE'additicngl:indiaes were also

developed, These additionel .indices were developed in order

- to obviate certain problems associated with the complexity

index.
These indices arg deacriptlve éf ealumn and row complexities
in a fagtgr matrii, regarﬂlesa Df whgther the solutian is

arthogcnal or eblique, Althaugh thgsa 1ndiees bear some

: aamputstianal resambxanae tg numerous 8imple struature

arlteria no ene index wlll serve as & satlsfagtar? Eimpla

vstruature trsnafcrmatlan eritgrian.‘ Althaugh net azpligitly
. repa:ted 1& thls manusnript ve have attempted ta gombine thesg

1ndices 1nta a simple atruatura critarian with a tatal lack

of suscess.

The single msjer virtue of thsse indiaes is thst thay
are desgrlptiva of & factor solution, and are eagily understood

whether applied to an orthogonal or obligue solution patrix,,

ot
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